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Q1.	 Consider	 a	 linear	 regression	 problem.	We	 are	 given	 𝑛	 training	 data	 instances	 {(𝐱Q, 𝑦Q)}QVW,X,…,Z ,	

where	for	each	 𝑖 ∈ {1,2, … , 𝑛},	 𝐱Q ∈ ℝ^, 𝑦Q ∈ ℝ.	We	want	to	estimate	a	regression	function	 𝑓(𝑥) = 𝐰c𝐱	
where	 𝐰 ∈ ℝ^ 	 is	 the	 model	 parameter.	 Give	 the	 formulations	 and	 solutions	 for	 the	 least	 square	
regression,	the	ridge	regression,	and	the	lasso.	
	
Q2.	Give	a	multi-class	logistic	regression	model	and	a	method	for	maximum	likelihood	estimation	of	the	
model.	
	
Q3.	Explain	a	formulation	of	the	recommendation	problem	and	a	solution	using	matrix	factorization.	Use	
the	following	notations:	 𝑟Qk	 is	the	rating	score	of	item	 𝑖	given	by	user	 𝑗.	 𝒪	 is	the	set	of	the	indices	of	
observed	ratings,	i.e.	 𝑟Qk	 is	observed	if	 (𝑖, 𝑗) ∈ 𝒪.	

	
Q4.	 Under	 the	 same	 setup	 of	 Q1,	 give	 the	 formulation	 of	 the	 elastic-net	 and	 define	 the	 augmented	
Lagrangian	function	of	the	elastic-net	optimization	problem	(i.e.,	use	the	Alternating	direction	method	of	
multipliers	(ADMM)	to	optimize	the	elastic-net).	 	
	
Q5.	Derive	the	update	formulas	of	the	elastic-net	optimization	problem	of	Q4.	
	
Q6.	Explain	the	advantage	of	ADMM.	
	
Q7.	Explain	the	advantages	of	the	elastic-net	over	the	lasso	and	the	ridge	regression.	


